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For decades, a range of disciplines (from engineering and computer 
science to philosophy, law, and history) have seen debates over the 
nature of computer programs. Various scholars—including Paul Ceruzzi, 
Timothy Colburn, Gerardo Con Diaz, Liesbeth De Mol, Nathan 
Ensmenger, Thomas Haigh, and Matti Tedre—have advanced a wide 
array of views on the matter, debating whether programs are machines, 
texts, algorithms, hybrids, or even technologies in the first place.2 In this 
Think Piece, I use notions of “law” developed by Arthur Eddington and 
other contemporaries of Alan Turing to explore what a program text (as 
opposed to a computer program) is. 
 
In the 1920s, Arthur Stanley Eddington, the English astronomer and 
philosophical enthusiast, proposed a distinction between two kinds of 
laws: “human or governing laws” on the one hand and “scientific or natural 
laws”—as found in geometry, mechanics, and physics—on the other 
hand.3 “In human affairs,” he wrote, a “law” means “a rule, fortified perhaps 
by incentives or penalties, which may be kept or broken,” while in science 
it means “a rule which is never broken; we suppose that there is something 
in the constitution of things which makes its non-fulfilment an 
impossibility.”4 For Eddington, this distinction was consistent with his 
credo that not all kinds of knowledge of the real world are “ultimately 
reducible to mathematical equations,” nor thus to natural laws. In this 
regard he disagreed with many of his colleagues who kept their trust in 
“the universal dominance of scientific law.”5  
 
Although Eddington became increasingly perceived as a dilettantisch 
philosopher during the 1920s-1930s, both by contemporary scientists and 
specialist philosophers, historians of computer science might well want to 

 
1 The present document has subsequently been technically edited, which has led to the official 
publication. 
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have a closer look at his writings in which he discussed the philosophical 
and religious implications of general relativity theory and quantum 
mechanics to a broad audience.6 For that audience included another 
philosophically inclined mind, the young Alan Turing, who would become 
one of Eddington’s students at Cambridge University.7 As Andrew Hodges 
suggests in a philosophical account of Turing, there is reason to believe, 
that, besides Eddington’s scientific outlook on an uncertain world, parts of 
his philosophical doctrine rubbed off on Turing as well.8 The following 
extract, from an essay draft (entitled “The Nature of Spirit”) written by 
Turing around 1932, reveals his closeness with both Eddington’s scientific 
work and with mysticism:  
 

It used to be supposed in Science that if everything was known 
about the Universe at any particular moment then we can predict 
what it will be through all the future. … More modern science 
however has come to the conclusion that … we are quite unable to 
know the exact state …  
 
As McTaggart shews[,] matter is meaningless in the absence of 
spirit … Personally I think that spirit is really eternally connected with 
matter but certainly not always by the same kind of body. …9 

 
The extent to which Eddington and the late John McTaggart (mentioned 
in the previous passage) influenced Turing is part of my on-going 
research. Similar questions hold regarding Ludwig Wittgenstein (some of 
whose classes Turing attended in 1939) and Dorothy Sayers whose 1941 
book, The Mind of the Maker, Turing read during the war.10 In her book, 
Sayers engaged with Eddington’s 1939 work The Philosophy of Physical 
Science and elaborated the afore-mentioned distinction between 
governing laws and natural laws—a topic which, in my reading, was of 
central concern in the 1939 exchanges between Wittgenstein and 
Turing.11  
 
All this to motivate, as a Turing scholar, my choice of historical actors and 
my inquiries regarding the status of laws, symbolic knowledge, rule 
following, the so-called foundations of mathematics (before the Second 
World War) and of computer science (after the war). These explorations 
naturally result in fascinating detours which are worth sharing with fellow 
scholars. One such possible detour, presented in the sequel to this 
introduction, concerns the notions of “law” as developed by Eddington, 
Sayers, and Wittgenstein, which I shall use to explore what a program text 
meant in the 1980s.  
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Three Categories 

 
In The Mind of the Maker, Sayers reinforced Eddington’s distinction 
between “an arbitrary code of behavior based on a consensus of human 
opinion” and “a statement of unalterable fact about the nature of the 
universe.”12 Sayers subsequently responded to Eddington’s dichotomy by 
highlighting a third kind of law in her book: a statement of historical fact. 
One of her examples was Grimm’s Law, which “may be defined as the 
statements of certain phonetic facts which happen invariably unless they 
are interfered with by other facts.”13 A modern example is Moore’s Law, 
which captures a historical trend, stating that the number of transistors in 
a dense integrated circuit, doubles about every two years.14 
 
As stated so far, these categories of Eddington and Sayers are:  
 

1. Governing laws, which are prescriptive but not per se descriptive; 
they are recommendations that are authoritatively put forward, 
but they are not necessarily followed in the real world. 

2. Natural laws, which are both prescriptive and descriptive: the 
logico-mathematical symbols express what will happen 
physically and, vice versa, what does happen is captured in the 
symbolism. 

3. Historical trends, which are primarily descriptive and secondarily 
(if at all) prescriptive.  

 
My working hypothesis is, that, in 1939, Eddington, Turing, and 
Wittgenstein each placed symbolic logic in a different category. Eddington 
positioned logic in the first category of governing laws.15 In conversation 
with Wittgenstein, Turing situated symbolic logic in category 2, in 
conformity with Russell’s intellectual position.16  Wittgenstein protested, 
insisting that it belongs in category 3. To clarify Wittgenstein’s stance, I 
now propose to extend Sayers’s category 3 to include maps and tools as 
well. 
 
Historical trends, maps, and tools are objects—some abstract and others 
concrete—which are primarily descriptive in a broad sense of the word.17 
For example, Moore’s Law is used daily as a map, a tool, by circuit 
designers and managers at microelectronics centers to predict the 
fabrication cost of a next-generation chip. As a second example, a city 
map informs me how I could travel to reach my destination. Neither 
Moore’s Law nor the city map dictate how to get a specific job done. In 
each case, the prescriptive component is of secondary importance, if 
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present at all. Wittgenstein held the view—pace Ray Monk’s biography—
that symbolic logic can only be used as a kind of tool, e.g., by an architect 
to design and construct a bridge.18 The architect works with a calculus 
(and today with a software tool); that is, with fragments of symbolic logic. 
When she encounters an inconsistency in the calculus, she is free to 
resort to another calculational technique to complete her design. The 
calculus, like a tool, does not dictate how she must proceed. 
 
In this Think Piece I maintain that these three notions of what symbolic 
logic entails also pertain to a program text written in a programming 
language. Making this connection corrects what has become a 
widespread assumption in the philosophy of computer science as found 
in the Stanford Encyclopedia of Philosophy’s entry, The Philosophy of 
Computer Science, by Nicola Angius, Giuseppe Primiero, and Raymond 
Turner (herein after APT).19 In my reading, the APT authors implicitly 
advocate the view that well-chosen symbols in a suitable formalism (e.g., 
a program text in a programming language) are to be interpreted as a kind 
of natural law. This aligns with computer scientist Tony Hoare’s 1969 view 
on the matter, which implicitly hinges on a Russellian isomorphism 
between symbols in logic and objects in physics—an assumption which 
has frequently been overlooked in academic computing circles until 
James Fetzer’s philosophical critique appeared in the Communications of 
the ACM, a flagship periodical in computer science.20 Donald MacKenzie 
provides a compelling socio-historical account of these intellectual 
developments in his Mechanizing Proof.21 
 
I coin the isomorphism between symbols and physical objects “Russellian” 
after Bertrand Russell, the analytic philosopher renowned for 
championing logicism in his 1903 book The Principles of Mathematics, 
i.e., the idea that “all Mathematics is Symbolic Logic,” a so-called “fact” 
which he took to be “one of the greatest discoveries of our age.”22 He 
wanted to “discover a logically ideal language … that will exhibit the nature 
of the world in such a way that we will not be misled by the accidental, 
imprecise surface structure of natural language.”23 A decade later, the 
young Ludwig Wittgenstein would partly join Russell on this quest for 
rationality. Fast forward to the 1930s and we see Wittgenstein in his forties 
teaching almost the complete opposite philosophy at Cambridge 
University, much to Russell’s dismay.24 
 
 

What is a Program Text? 
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The three categories can now come into play when analyzing a ‘program 
text,’ written in a modern programming language:25  
 

1. An engineering perspective on ‘program text’ means that the text 
expresses what the follow-up compilation and runtime processes 
need to accomplish and that the actual program execution can 
deviate from what the text prescribes. Hence, the program text 
exemplifies a governing law for the software engineer. 

 
2. The same program text is to be interpreted as a kind of natural law 

for the Russellian computer scientist. The program text expresses 
what the compilation and runtime processes need to accomplish 
and the actual program execution can, in principle, fully abide by 
these stipulations. To use Hoare’s famous 1969 words: 

Computer programming is an exact science in that all the 
properties of a program and all the consequences of executing 
it in any given environment can, in principle, be found out from 
the text of the program itself by means of purely deductive 
reasoning.26  

The worlds of symbolic and physical computations seem isomorphic 
to one another; no distinction is in order between the prescriptive 
and the descriptive. 

 
3. The same program text exemplifies a map for the engineer who has 

reverse engineered legacy software into the text at hand. The 
obtained description is a digital approximation of the behavior of the 
software in continuous physics. Engineers use the description as a 
map, as a tool, to find out what the legacy software (say, a COBOL 
program) accomplishes in the real world. 

 
Consider the third example: Hoare’s 1969 article and the APT authors’ 
2021 encyclopedia entry seem to imply that the program text can in 
principle fully capture the physical computation (of the legacy software). 
They hold the view that all essentials of physical (continuous) computation 
can be captured with a symbolic (digital) representation. This, then, is my 
general complaint, despite the otherwise excellent survey provided by the 
APT authors. According to their philosophy, the map (3.) can, in principle, 
also serve as a governing law (1.), and hence is akin to a natural law (2.). 
 
Hoare’s research agenda has been criticized, not only by the philosopher 
James Fetzer, but also by his colleagues in computing circles. I briefly 
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focus on the views of David Parnas and Peter Naur in the 1980s. I situate 
the no-nonsense engineer Parnas in category 1 and I place Naur in 
Wittgenstein’s camp (category 3).  
 
Parnas and Naur had in common that they both regarded many computer 
scientists as researchers who frequently conflate the mathematical results 
of their model with the properties of their modeled artefact.27 This 
observation aligns with the historical account in MacKenzie’s Mechanizing 
Proof and lends further credence to Phil Agre’s 1997 forceful words: “the 
conflation of representation and reality is a common and significant 
feature of the whole computer science literature.”28 The APT authors, 
however, are imperceptive to such matters and implicitly side with Hoare. 
 
Naur, however, went a step further than Parnas in critizing Russellian 
computer scientists. While both Hoare and Parnas took programming to 
be primarily about producing texts, Naur perceived programming rather 
as an activity by which the programmer achieves a certain kind of insight, 
a theory, of the matter at hand—something which cannot be completely 
expressed with symbols.29 As he told me in person, “program 
development is about building up a certain understanding, a theory, it’s 
not about creating a program text.”30 In response, I asked him what a 
software company should do when the main programmers leave the 
company, i.e., when “the program is dead.”31 Naur replied that “it would 
be better that the new programmers” of the company at hand “start 
building their own program,” i.e., that they discard the dead program and 
start from scratch.32 Although the APT authors do bring up Naur’s theory 
building perspective on computer programming in their encyclopedia 
entry, they do not convey the fundamental difference in philosophical 
outlook between Hoare and Naur (i.e., between Russell and the later 
Wittgenstein), let alone between Parnas and Naur.  
 
A worm’s-eye view on the Parnas-Hoare-Naur triangle amounts to making 
the following (final) observations. According to Parnas, we can only get a 
rational and complete description of the software design process after the 
product at hand has been engineered, not before as some hard-core 
formal methods people in Hoare’s intellectual circle advertised in the 
1970s.33 According to Naur, however, we cannot even get a complete and 
rational description a posteriori. The programmer’s theory is center stage, 
while a program text is merely a by-product and far from perfect.34 
“Science,” Naur told me, “has nothing to do with logic or truth. It is merely 
a matter of description. Descriptions are not true, never, they are more or 
less adequate. That’s the best they can offer. They are useful.”35 
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Historians of philosophy will appreciate a clear connection between Naur 
in the 1980s and Wittgenstein in the 1940s (cf. category 3). 
 
All this to urge the APT authors to step away from a purely Russellian 
account of our computer-equipped world, or to simply inject the adjective 
“analytical” in their grand title (The Philosophy of Computer Science). 
Doing so would allow Eddingtonian and Wittgensteinian scholars to have 
their say too, in what is more aptly called: Philosophies of Computer 
Science.  
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